
Introduction

Digital technologies are accelerating and exacerbating violence 
and instability globally. Over the past decade, there have been 
high-profile examples of how disinformation spread via digital 
technologies has been used to incite violence against individu-
als and marginalized communities, stifle social movements, and 
silence press freedom. Many of these coordinated disinformation 
campaigns do not just rely on falsifiable claims that undermine 
truth. They also draw on identity-based disinformation—or 
disinformation that weaponizes racism, sexism, and xenopho-
bia—to operationalize online and offline violence and the linkages 
between them. Considering the specific characteristics, impacts, 
and challenges of identity-based disinformation, how might the 
application of an identity frame help to adapt or advance existing 
disinformation interventions to mitigate harm?

Rhetoric, Identity, and Targeted Hate 
Speech: The Case of Myanmar
Beginning in 2012, Myanmar military personnel posed as celeb-
rities, pop stars, and national heroes as they flooded Facebook 
with anti-Muslim rhetoric and calls for the ethnic cleansing 
of the Rohingya, a Muslim minority in Myanmar.1 Dozens of 
accounts—created as part of a covert military disinformation 
operation—positioned themselves as independent sources of 
news and information, disseminating false and hateful content 
about the Rohingya.2 Behind the veil of anonymity, government 
commentators used fake Facebook accounts to systematically 
spread disinformation, calling the Rohingya and other Muslims 
“dogs, maggots and rapists, suggest they be fed to pigs, and urge 
they be shot or exterminated.”3
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The use of social media in fueling the abuse and displacement 
of more than 700,000 Rohingya compels analysis. At the time, 
more than 80 percent of Myanmar’s population connected to the 
internet through mobile apps such as Facebook.4 However, despite 
the rapid adoption and use of social media in Myanmar, Facebook 
had only one Burmese-speaking content moderator—who was 
based in Ireland—to monitor the spread of government disinfor-
mation campaigns and hate speech among Myanmar’s 1.2 million 
active users.5 It wasn’t until late 2018, after significant public back-
lash, that Facebook first removed accounts and pages operated 
by Myanmar military personnel and onboarded an additional 99 
Myanmar-language content moderators.6 Despite the high-pro-
file attention of this case, as well as the responses adopted by 
Facebook (now Meta), anti-Rohingya content and hate speech 
continued to spread on the platform. For example, in March 2022, 
Global Witness found Facebook’s AI-approved advertisements 
contained hate speech targeting Rohingya.7

The Weaponization of Identity
The case of Myanmar helps demonstrate that social media is not 
an inherently liberating technology but can be weaponized by 
governments to control the information space, suppress human 
rights, and incite violence.8 While high profile examples of coor-
dinated disinformation campaigns often focus on how false 
narratives and fake accounts might disrupt elections,9 the case 
of Myanmar illustrates the unique ways that disinformation can 
be weaponized to foment fear, hatred, and violence against mar-
ginalized populations. Here, disinformation does not just rely on 
falsifiable claims but also leverages identity and the vocabulary 
of racism, sexism, and xenophobia to operationalize online and 
offline violence and the linkages between them.

This paper explores the concept of identity-based disinformation 
and how it is operationalized and weaponized to incite violence, 
promote affective polarization, and undermine human rights 
around the globe. The paper invites investigative questions, such 
as: How does the inclusion of identity into disinformation narra-
tives and frameworks affect the quality of our digital information 
ecosystem and how individuals and groups are able to access and 
exercise fundamental human rights? Are different approaches 
needed to combat disinformation that draws on identity frames? 
And what can civil society and technologies do better to foster 
a digital culture of peace that prioritizes inclusivity and respect 
for human dignity in online spaces?

The Identity and Disinformation Nexus

Disinformation is often defined as the deliberate creation and 
dissemination of false or misleading information with the intent 
to deceive or manipulate.10 Identity-based disinformation is a 
specific form of disinformation that targets individual or group 
identities, such as race, religion, ethnicity, gender, or sexual 
orientation. Like other kinds of “coordinated, inauthentic 
behaviors,”11 the purposeful spread and false amplification of 
identity-based disinformation is not just an individual expres-
sion of individual bias but instead represents the systematic 

weaponization of discrimination via technology to make hateful 
narratives go viral.

Identity-based disinformation can be considered distinct from 
other forms of online harm, like harassment, that also leverage 
the vocabulary of discrimination and hate. Where the harass-
ment-disinformation nexus involves systematic and coordinated 
attacks targeting a specific individual,12 identity-based disinfor-
mation shifts the focus to the individual and group levels, where 
disinformation is designed to be more pervasive across a broader 
community of people but with individual impacts. Thus, identi-
ty-based disinformation creates a model of attack that weaponizes 
group-level identities in ways that impact not just individuals but 
entire communities and demographics.

Where disinformation traditionally emphasizes the intentional 
distortion of facts, the inclusion of identity into the framework of 
disinformation helps define the ways preexisting prejudices, ste-
reotypes, and biases can also be weaponized for political purposes.13 
At the core of identity-based disinformation is the exploitation of 
individuals’ or groups’ senses of identity, belonging, and social stand-
ing. An individual’s creation of their identity is something that is 
contextually derived from the unique histories, cultures, and power 
structures present across different societies and online platforms. 
As a form of “dangerous speech,”14 identity-based disinformation can 
often glorify violence as something that is virtuous and frame it as 
necessary against perceived threats from a marginalized group.15 By 
creating, reinforcing, and exploiting societal divisions through such 
in-group and out-group narratives, malicious actors can exaggerate 
perceived differences and conflicts between groups for political gain 
and amplify the potential for conflict and unrest.

Research on identity-based disinformation has highlighted how 
such narratives are used in contemporary influence operations 
to exacerbate perceived differences and conflicts both within 
and between groups.16 Crucially, these societal divisions need 
not be real but can be imagined and then projected onto a group 
of people through coordinated disinformation tactics. Although 
identity is shaped by an individual’s own unique history, culture, 
and broader community, perpetrators of violence often concep-
tualize a reductive form of identity and impose it on their victims. 
These “essentializing identities”17 often exploit general stereo-
types of nondominant groups in society and might not reflect 
how individuals actually see themselves nor capture the range 
of identities individuals might hold. However, by manipulating 
one identity, perpetrators of violence can justify their actions and 
further dehumanize a group.

Broad Implications of  
Identity-Based Disinformation 
for Security and Democracy

The range of harms resulting from identity-based disinformation 
are broad and can have immediate impacts on individuals and 
groups, as well as long term societal impacts. By exploiting exist-
ing societal divisions, disinformation campaigns that weaponize 
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identity can exacerbate tensions, leading to increased hostility 
and violence against individuals and marginalized groups. In 
extreme cases, this identity-based disinformation can promote 
violence, mass displacement, and genocide against communities 
of people. Additionally, democratic institutions are negatively 
impacted by identity-based disinformation, which can undermine 
political mobilization, discourage political participation, threaten 
press freedom, and increase affective polarization.18

First, identity-based disinformation can be used to stifle polit-
ical mobilization. The deliberate use of racially charged, sexist, 
xenophobic, and homophobic rhetoric not only harbors a culture 
of intolerance but also serves to harass individuals and activists, 
stifling social movements and fracturing social cohesion. For 
example, research on the gender dimensions of foreign-influence 
operations shows how gender-based disinformation was not only 
used to harass prominent feminist activists participating in the 
2017–2018 US women’s marches but also undermine their sense 
of collective identity and limit their ability to advocate and coor-
dinate.19 This form of violence can diminish the impact of social 
movements, ultimately eroding democratic engagement.

Second, identity-based disinformation has detrimental effects 
on political participation, particularly for female politicians. By 
perpetuating harmful stereotypes and spreading false narratives 
about women in leadership, these disinformation campaigns 
create a hostile environment that discourages women’s involve-
ment in politics. For instance, during the 2024 elections in Mexico, 
female candidates faced targeted disinformation that questioned 
their competence and character, often framing them as unfit for 
leadership.20 This not only undermined their campaigns but also 
contributed to a broader culture that deters other women from 
entering the political arena. When female politicians are system-
atically targeted, it stifles diverse representation and reinforces 
gender inequality in political participation.

Third, identity-based disinformation can damage press free-
dom and close civic spaces. Coordinated campaigns targeting 
journalists can create a chilling effect, closing civic spaces and 
deterring investigative reporting. Indeed, many governments 
have used identity-based disinformation to target journalists 
through coordinated attacks.21 While these kinds of attacks 
can have consequences for all journalists, there are import-
ant differences in experience based on gender and race. For 
example, research conducted by the International Center for 
Journalists and the United Nations Educational Scientific and 
Cultural Organization (UNESCO) has found that nearly three 
out of four female journalists have reported experiencing vio-
lence online.22 Case study analysis of these attacks highlight the 
important role of identity and gender, where attacks leverage 
sexism and misogyny and other forms of discrimination such as 
racism, bigotry, and homophobia to silence female journalists 
and undermine their credibility.23 These kinds of attacks can 
have serious long-term effects on journalists, with impacts rang-
ing from psychological trauma to self-censorship or to women 
leaving the journalism field.24 Additionally, when journalists are 

targeted with identity-based disinformation that characterizes 
their work as incredible or incites violence against them, broader 
public discourse can be negatively affected and press freedom 
chilled.

Fourth, identity-based disinformation significantly contributes 
to affective polarization. Affective polarization is the situation 
in which individuals develop strong emotional reactions—posi-
tive or negative—toward members of their own group compared 
to those in opposing groups. By disseminating false narratives 
that exploit existing divisions, these campaigns deepen affective 
polarization and create an “us versus them” mentality among 
communities. For example, in the United States, during the 2020 
election cycle, disinformation targeting racial and ethnic groups 
intensified divisions, making it more difficult for individuals to 
engage in constructive dialogue across political lines.25 When 
identity-based disinformation fuels polarization, it not only 
erodes trust in institutions but also hampers the ability of citi-
zens to find common ground, ultimately undermining the fabric 
of democratic discourse.

Finally, identity-based disinformation can exacerbate risks for 
atrocity crimes. Ethnic violence and genocide are inherently iden-
tity-based crimes.26 Many governments have used the open nature 
of digital technologies to facilitate the spread of identity-based 
disinformation to harm or promote violence against certain pop-
ulations.27 For example, in addition to the case of Myanmar, in 
China, the government has systematically spread identity-based 
disinformation on social media to vilify ethnic Uyghurs and justify 
the mass detention of over a million people in so-called reedu-
cation camps.28 In Ethiopia, Tigrayans have been targeted with 
identity-based disinformation that has stoked deadly violence and 
enabled the government’s military campaign against the Tigray 
region.29 And in Afghanistan, the Taliban has used identity-based 
disinformation to justify and enforce its repressive policies toward 
women and women’s rights in the country.30

Challenges

Dangerous, discriminatory, and hateful narratives about individ-
uals and communities have existed for centuries and are unlikely 
to disappear. However, as technology dramatically assists with 
the spread and impact of these narratives, their persistence raises 
important questions about deliberative democracy, human secu-
rity, and the quality of democratic listening in the digital era: Can 
deliberative democratic processes be distorted to the point where 
hate and discrimination drown out other voices, potentially lead-
ing to severe violence and societal harms? And how can we better 
leverage digital technologies to counter harmful narratives and 
build and strengthen a digital culture for peace?

Human Dimensions of  
Identity-Based Disinformation
Addressing these questions and the broader challenges posed by 
identity-based disinformation is a challenging problem because of 
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the human and technical dimensions. First, because identity-based 
disinformation feeds into an individual’s preexisting biases, it can 
be more difficult to debunk or counter; a fact-check narrowly cor-
recting a single rumor about an ethnic group makes only a minor 
dent in the larger narratives underpinning identity-based animos-
ity. Unlike other forms of disinformation that rely on extreme or 
egregious falsehoods that contradict a person’s existing beliefs, 
identity-based disinformation is often crafted to align with and 
exacerbate the prejudices that already exist within individuals and 
society. Thus, identity-based disinformation can play a social role 
within communities that perpetuate those prejudices, which can 
make it harder to debunk or mitigate, as it taps into deep-seated 
anxieties and resentments within the affected groups.

Relatedly, emotions such as fear and anxiety are often entwined 
into identity-based disinformation narratives. For example, 
research by the Migration Policy Institute highlights how fear, 
anger, and prejudice are used to perpetuate disinformation 
about migrants and migration.31 For example, during the war in 
Ukraine, Russia has strategically co-opted preexisting anti-im-
migration sentiment to spread disinformation narratives about 
Ukrainian refugees as “criminals and rapists” who are “not wel-
come in Europe”.32 Ultimately, these strategies demonstrate how 
preexisting fears and anxieties surrounding immigration are 
manipulated to reinforce harmful stereotypes and exacerbate 
societal divisions.

Technological Dimensions of  
Identity-Based Disinformation
The challenges posed by identity-based disinformation also 
extend beyond human behavior; it is profoundly influenced by the 
design and implementation of technology. Platforms are built on 
models of surveillance capitalism and attention economics, which 
can exacerbate the spread of sensational or negative content.33 
Because identity-based disinformation exploits fracture lines 
within and across communities, it has the propensity to gener-
ate higher levels of engagement and be algorithmically enforced. 
Indeed, studies have demonstrated that highly emotional, false, 
and negative news content generates far more engagement than 
facts.34 Thus, identity-based disinformation can be significantly 
shaped and propelled by technology and the algorithms and busi-
ness models that prioritize sensational content and emotional 
engagement.

However, not all identity-based disinformation is fueled by algo-
rithms; it can, for example, also circulate within closed networks of 
trusted communities on chat applications like WhatsApp. In these 
environments, disinformation can spread rapidly through per-
sonal connections in small communities characterized by shared 
beliefs, cultures, or heritages, making it difficult to challenge or 
fact-check. Indeed, researchers and journalists have highlighted 
evidence of mis- and disinformation spreading across closed plat-
forms.35 As internet users continue to shift to these platforms for 
political and interpersonal communication, thinking about their 
closed network features presents unique and ongoing opportuni-
ties, as well as challenges for combatting disinformation.36

At the same time, investment in trust and safety measures has 
been declining, while the need for localized contextual expertise is 
on the rise. Emerging scholarship on disinformation highlights the 
importance of the “cultural variation of speech acts, the normative 
orders bundled around them, and the historical conditions that 
underpin them”.37 However, nuanced evaluations of and responses 
to identity-based disinformation remain limited as platforms con-
tinue to underinvest in content monitoring and moderation in 
local languages. Without these investments, being able to detect 
and interrupt identity-based disinformation will be limited, since 
ethnic and racial slurs can often form swiftly through local insider 
language and from formerly innocuous language.

Finally, innovations in new and digital technologies are going to 
affect the challenges we are already facing today around com-
bating identity-based disinformation. For instance, immersive 
video game platforms may turn into a new front for combatting 
the adoption of extremist identities and ideologies.38 Additionally, 
generative AI technologies are increasingly being used to enhance 
targeted disinformation campaigns, particularly against female 
politicians and journalists, amplifying harassment and violence.39 
Thus, developing policies that are resilient and adaptable to the 
changing technological landscape will be important for creating 
a lasting impact.

Building a Digital Culture for Peace

Addressing identity-based disinformation will require more than 
just technological solutions; we must also focus on the human 
dimensions that can make certain narratives more salient. The 
ways in which people and algorithms interact and socially shape 
our digital environments play a crucial role in the spread and 
impact of identity-based disinformation. There are already many 
interventions aimed at combating the harms of disinformation, 
which are being deployed in different countries, on different plat-
forms, and within different communities of users. Interventions 
include strategies such as fact -checking and correcting disin-
formation, improving the media literacy of users, supporting 
victims of disinformation and online harassment, and raising the 
costs of producing and distributing disinformation for political or 
economic gain. Considering the specific characteristics, impacts, 
and challenges of identity-based disinformation, what lessons can 
we draw from existing efforts and how might they be adapted or 
advanced further to mitigate harms?

Myanmar was one of the first high-profile cases of identity-based 
disinformation being weaponized to incite political violence, and as 
a case study it can offer some lessons for the broader global commu-
nity. Following the high-profile revelations of the military-backed 
disinformation campaigns in the country, Facebook carried out a 
human rights impact assessment, which made several recommen-
dations for improving the information environment and mitigating 
human rights abuses. Although this assessment came in 2018, after 
significant harm had already occurred, assessments nonetheless 
provided helpful recommendations for platform responses to 
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violence and human rights abuses, such as adopting a stand-alone 
human rights policy to oversee the company’s human rights strat-
egy, as well as recommending data preservation strategies that 
could be used in courts of law to evaluate international human 
rights violations.40 Activists in Myanmar have suggested this could 
be a model not only for Myanmar but a process that is continually 
carried out in all markets Facebook operates in.41

Conducting a regular human rights impact assessment in all 
countries where platforms operate could help identify cases of 
identity-based disinformation early. For platforms maintaining 
civil society partnerships, these assessments could also offer 
better opportunities to (re)evaluate the impacts of their prod-
ucts in a way that is locally contextualized. Since 2018, Facebook 
has dramatically scaled up its content moderation efforts and 
engagement with civil society groups on the ground in Myanmar. 
Civil society actors have suggested that these efforts have gone 
a long way in promoting a more sophisticated understanding of 
the Myanmar context.42 Further, human rights assessments can 
inform changes in platform design and interventions that can 
have downstream effects on behavior and outcomes, includ-
ing deescalating conflicts long before violence takes place.43 
While there might not ever be a silver bullet solution to limiting 
the spread of identity-based disinformation and other forms 
of harmful content, ongoing collaboration, monitoring, and 

resource sharing with local partners are some lessons learned 
from the Myanmar response that can help foster a safer digital 
environment for everyone.

Responding to identity-based disinformation will require a coher-
ent strategy that can adapt to different cultural contexts as well 
as platform and media environments. In addition to the lessons 
learned from Myanmar, organizations are utilizing data-driven 
techniques to identify and analyze identity-based disinforma-
tion in other countries and have put forward promising new 
policy and programming recommendations.44 Scholars and pol-
icymakers have highlighted and experimented with a variety of 
approaches to address the technical and societal dynamics that 
enable identity-based harms online. At the core of some of these 
recommendations is better content-moderation capacity and policy 
-violation enforcement by social media companies, with notable 
cautions about outsourcing content moderation to vulnerable local 
populations.45 Additional moderation improvements could include 
better enforcement against accounts that call for violence,46 or 
making technical design choices that mitigate harm, such as down-
ranking divisive content by adding friction to the “angry” reaction 
on social media platforms.47

Additionally, strategies to combat identity-based disinformation 
harms could focus on improving reporting and safety mechanisms 

A Rohingya child watches from above as other children play chinlone, the national sport of Myanmar. (Salim Khan, Rohingya photographer/2018)
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for account holders,48 creating helplines for individuals in high-pro-
file and vulnerable positions, like female politicians,49 or protecting 
female journalists who are covering sensitive political topics. 
Collaboration among different organizations and institutions—spe-
cifically platforms, institutions, and civil society organizations—will 
be important for creating a comprehensive approach to combating 
identity-based disinformation and ensuring the safety and security 
of individuals and communities online.

Responding to identity-based disinformation will require techni-
cal and human responses that are collaborative, locally relevant, 
and community driven. Given the extent of the harms posed 
by identity-based disinformation, there is a continued need to 
develop, implement, and improve responses. By continuing to 
allocate resources, share expertise, and foster partnerships, we 
can create a digital culture for peace that protects vulnerable 
individuals and communities from the harms of identity-based 
disinformation.
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